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Rel£e Ao Leafy

System identification has been defined as the process of determing a differ-

ence or differential equation such that it describes a physical process in ac oo

cordance with some predetermined criterion (Sage and Helsa 197i) o One should

not_ however_ restrict it to physical processes_ as many of the same principles

apply to _'_°_""........ _ _ o_s_.es°ogz, ca_L and social processes as wen.1 in fact_ system identifica-

tion is an integral part of systems anatysis_ and solving the system identifi-

cation problem may be viewed as one step toward the construction_ testing} and

_na_y_ols mathematical characterizations of system processes° For an appli-
cation of system identification concepts to the study of forest dynamics see

Leary (1970) o

One approach to the system identification problem (others are discussed by

Sage and Helsa !971) is to treat observations on a system as the boundary con-

ditions governing the solution of a functional equation° Often-used functional

equation types are first-order ordinary differential or difference equations°
We can limit ourselves to first-order equations because any higher-order linear

or nonlinear differential or difference equation may be converted to a system

of simultaneous first-order equations° In most instances the only practical

method of solving the resultant boundary-value problem is to use digital or

hybrid (for continuous systems) computers° Generalized digital computer pro .....

grams have been written to solve nonlinear m.ultipoint boundary-value problems
(Childs et alo 1969_ Leary and Skog)_A / however} the uninitiated are often un-

able to grasp the sequence of operations involved in the programs} and there-

fore unable to make efficien.t use of them° The purpose of this paper is to

provide the reader with a better understanding of the methods involved so he

can make better use of the available programs° We do this by presenting two

step-by-step hand-computed solutions to a simplified problem using a computa-

tional strategy developed by the author and the particular solutions perturba-

tion method (Childs et al s_£Ql

We use these two methods for so!vin 8 the same problem because they are imple-

mented by available computer programs_ also_ we want to make it clear that one

method is not necessarily better than the other but that it is the

I/ Leary_ Rolfe A_ and Kenneth E o Skogo A preliminary user's guide to

QUASI° North Cent° For° Expo Stno_ St° Paul_ Hinno 1970o (UnpubllsheG
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formulation of the problem as a multipoint boundary-value problem that is

important. Exactly how one solves the boundary-value problem is not erucial_

because the results are identical° The problem that follows is_ in fact_ a

simple two-point boundary-value problem, Meaningful problems will ordinarily
be higher dimensional (>2) with several boundary conditions°

THE PROBLEM

The problem is hypothetical_ chosen to minimize the hand computations,

Briefly it is as follows: Assume the process of concern is thought to be

governed by the set of first-order difference equations:

£Yl/At = all Y1 + a12 Y2

&Y2/&t = a21 Y1 + a22 Y2 , where

AY1/&t = (Y1 (t + k) - Y1 (t))/((t + k) - t),

Yi are system state variables_ and a.. are numerical constants. Assume also

that a12 = .75_ a22 = .25, the ini[{al conditions at t=O are Y1 = i_

Y2 = 4_ all and a21 are unknown, and we have an observation on the system

at t=l, where Y1 = 4.4 and Y2 = 5.6. The question to be answered is_ what

values should all and a21 have so that Y1 = 4.4 and Y2 = 5.6 when t=l?

To solve this problem we formulate it as a two-point boundary-value problem as
follows:

E_gUATIONI.

£Yl/At = Y3 Y1 + (o75) Y2

AY2/At = Y4 Y1 + (.25) Y2

AY3/At = 0

AY4/At = 0

with boundary conditions:

_ION 2.

Yl(t=0) = i, Yl(t=l) = 4.4

Y2(t=0) = 4, Y2(t=l) = 5.6 .
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Ciear!y} the problem is to find initial conditions for Y3 and Y4 such that

the boundary conditions are satisfied° Equation 1 with the conditions in

Equation 2 is a nonlinear boundary-value problem°

TWO STRATEGIES FOR SOLUTION

Not all, nonlinear two-point or multipoint boundary-value problems are solvable°

But many meaningful ones can be solved using the strategies outlined in this

section° Strategy One is a variation of the method known as the method of

complementary functions_ and Strategy Two is the method of particular solutions

(Childs et alo 1969)o The essential difference between the two methods con-

cerns the form of the linear equation for which solutions are computed° The

method of complementary functions utilizes solutions of both the nonhomo-

geneous and homogeneous forms of the linear equation° The method of particular

solutions uses solutions of the nonhomogeneous equation onlyo The two strate-

gies are therefore related and have several common operations_ as follows:

Ste[ Operation

1 Linearize the functional equations analytically°

2 Set initial conditions for solution of functional equations,

3 Solve functional equations by numerical integration or iteration°

4 Solve algebraic equations for integration constants so the

boundary conditions are satisfied.

5 _e_ckn_ri__ g_i_°_t_tg_i__s_!°_rg e o )and/Orand

YL§ -I (to ) or (Strategy Two) checking the smallness of the
integration constants°

6 If not convergent_ set new initial conditions governing solution

of functional equations and go to Step 3°

2/ For a discussion of superposition of homogeneous and nonhomogeneous

solutions of differential equations see any basic textbook; e.g., Martin and

Reissner (1961), and Bellman (1968). For difference equations consult

Goldberg (1961, page 123).



Strategy One
'i

Strategy One is patterned after Baird (1969) and may be described by the

following recurrence relations:

A K K ' v K-1

YN (t)= f(YN _t) _ YNK(to) = _Ls

 K<£ ON 4o
AK
YL (t) = f(YN K t) + J[YNK_t](YLK-YN K) YLK(to ) = v°°

where

A

Y = AY/At

K is the iteration count_

N denotes the nonlinear equations_

L denotes the linear equations_

J is the Jacobian matrix at time t_

YN°(to ) = Yil

Yij is a constant matrix of initial conditions_ the best estimates of
, _ .. _i _ _ _ ._nknown ioco_ exact values of known ioco_ and speclfiad i .... _.or solu-

tion of the homogeneous equations_ and

YLo(to) is the initial condition vector formed by suDerposition of one

part!cular solution and one or more homogeneous solutions°

Column i of Yij contains the initial conditions governing the solution of the
nonhomogeneous _orm of Equation 4o Yi2 contains the initial conditions

governing the first solution of the homogeneous fo_ of Equation 4o Su_seques.t

columns govern s_absequent homogeneous solutions°

This strategy is different from the one usually employed in the method of

complementary functions in that the initial conditions for the particular solu-

tion of Equation 4 do not change from one iteration (value of K) to the next°

The primary advantage of this approach is that it minimizes relative error

growth durin 8 execution of the algorithmo

The integration constants used in superposition are determined so that the

boundary conditions are satisfied_ ioeo_ by solving the system of algebraic

equations:



Yic(t i) = ylp(t i) + ci Yllh(t i) + c2 Yl2h(t i) = BCI(t i) and

Y2c(t i) = y2p(t i) + cI Y21h(t i) + c2 Y22h(t i) = BC2(ti)

where c denotes the complete solution of the linearized equation°

i_e operation at Step 1 for the method of complementary functions requires that

we prepare the basic nonlinear system_ the nonhomogeneous form of the linear-

ized equation, and as many homogeneous forms of the linearized equations as

there are unknown initial conditions° Using the notational convention
£Yi = AY!/£t (the first forward difference) we have:

AYI = Y3 Y1 + (o75)Y2 = fl

AY2 = Y4 Y1 + (o25)Y2 = f2

&Y3 = 0 = f3

AY4 = 0 = f4

m _ _ w w

&Y5 = Y3 Y1 + (o75)Y2 I/$YI _fl/SY2 _fl/_Y3 _fl/_Y4 Y5 - Y1

AY6 = Y4 Y1 + (.25)Y2 lSf2/$Yl 8f2/$Y2 _f2/_Y3 _f2/SY4 Y6- Y2

+I "AY7 = 0 _f3/_¥t _f3/_Y2 _f3/_Y3 _f3/_Y4 Y7 - Y3

AY8 = _0_0 --t [-_f4/_Yl _f4/3Y2 _f4/_Y3 _f4/_Y4__, X__8- Y4__

m I D m

AY9 = Y9

AYIO = YIO

AY!I = _yj i=j=i,2,3,4 YII

AYI2 = YI2

£Y!3 = YI3

AYI4 = YI4

8fi

AYI5 = _y-_i=j=1,2,3,4 YI5

AYI6 = YI6
t t



In the above system of 16 equations_ the first four constitute the nonlinear

system_ the next four the nonhomogeneous form of the !inearized equation_ and.

the last eight the homogeneous form of the linearized equation° As will be
clear later_ the solutions of 9 to 12 and 13 to 16 above will differ because

of different initial conditions° They should in fact be linearly independent

to prevent ill-conditioning in the system of linear algebraic equations that

is solved for the integration constants°

We are ready to begin Step 2° Let us use as initial estimates for the initial

conditions on Y3 and Y4 the values 0°5 and 0o5_ to ensure independence of

homogeneous solutions we purposely choose YII = I, YI2 = 0_ and YI5 = 0_
YI6 = io Iteration 1 follows:

ii Ste__2: Set ioco for Ste___: Solve functional equations_ ioeo_
functional equations evaluate equations 1-16 and add to ioCo

i to give Yi(t=!)

Yl(t=O) = io0 £YI = 3°5 Y!(t=l) = 4°5

Y2(O) = 4,0 AY2 = 1,5 Y2( I) = 5°5

Y3( O) = ,5 estimated AY3 = 0 Y3('i) = °5

Y4( O) = °5 estimated AY4 = 0 Y4( i) = o5

Y5(0) = io0 AY5 = 3°5 Y5(i) = 4,5

Y6(O) = 4.0 £Y6 = 1,5 Y6( i) = 5°5

Y7( 0) = o5 estimated £Y7 = 0 Y7( i) = _5

Y8( 0) = o5 estimated AY8 = 0 Y8( i) = o5

Y9(O) = 0 AY9 = 1o0 Y9(I) = loO

YIO(O) = 0 AYIO- 0 YIO( i) - 0

YII(O) : 1°o _Yll- 0 Yll( i) : 1o0

Y12( o) = 0 AY12= 0 Y12( I) = 0

YI3( O) = 0 AYI3 = 0 YI3( i) = 0

Y!4( O) = 0 AYI4 = 1.0 YI4( i) = Io0

YI5( O) = 0 £Y15 = 0 YI5( I) = 0

YI6( O) = io0 AYI6 = 0 YI6( l) = 1.0
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Clearly,

kl%- (Df2/DYI)YI3 + (Df2/DY2)YI4 + (Df2/_Y3)YI5 + (_f2/_Y4)YI6

= Y4 Yi3 + .25Y14 + 0 Y15+ Yl Y16

= °5(0) + °25(0) + 0(0) + 1(1) = 1

Ste_: Solve for integration constants so boundary conditions are satisfied,

Time Particular First homo- Second homo-- Boundar I conditions

]_eneous _eneous (observation)

Y_!6 = __ Y9 = O_ I-Y-13 = _ = 1°0_YY!I +c20 = +cl 0 = _14 = 4.0

i +c I +c 2
= 5 0 _ [.Y14 = 5,6

This simplifies to

cI + c2 = or

c2 =+.i .

Step 5: Form new initial conditions for the linearized equations using the

superposition principle; ioe_,

-Y5(t=O) = i._ Y--9(t=O) = _ Y--13(t=O)= _' "i.0_

Y6(t=O) = 4.0 YiO(t=O) = 0 Yl4(t=O) = 0 4.01

+ (ci=-.i) + (%=.i) =
Y7(t=0) = .5 Yll(t=0) = 1 Yl5(t=O) = 0 .4

Y8(t=0) = .5 Yl2(t=0) = 0 Yl6(t=O) = 1 o6

Then check for convergence by comparing initial conditions at successive itera-

tions; i.e.a compare YLK(to ) and YLqK-l(to)° When K=I, the comparison is

between YL_(to) and YIo Thus, our _omparison is"



YLs(to) and Yi

0 4°0

o5

o6 °5

Clearly, convergence has not occurred°

Ste__6: According to Equation 3, the initial conditions governing the solu-

tion of the nonlinear equations at the start of iteration 2 are given by

YLl(to)_ the result from Step 5° Thus_ in iteration 2 which follows_ the
initial conditions for Y3 and Y4 are 0o4 and 0o6_ respectively°

Step_2: Set ioCo_ __ Solve functional equations_ ioeo
for functional equations evaluate equations 1-16 and add to ioCo

YI(0) = io0 AYI = 3°4 Yl(1) = 4°4

Y2(0) = 4°0 AY2 = 1o6 Y2(1) = 5°6

Y3(0) = o4 from Iteration 1 AY3 = 0 Y3(!) = o4

Y4(0) = .6 from Iteration 1 AY4 = 0 Y4(1) = o6

Y5(0) = 1.0 AY5 = 3.5 Y5{I) = 4°5

Y6(O) = 4.0 AY6 = 1o5 Y6(1) = 5°5

Y7(O) = .5 initial estimates AY7 = 0 Y7(1) = _5

Y8(O) = o5 initial estimates AY8 = 0 Y8(1) = o5

Y9(0) = 0 AY9 = 1.0 Y9(1) = lo0

YlO(O) = o _YiO = o YiO(1) = o

YII(0) = 1.0 AYII = 0 YII(1) = Io0

YI2(0) = 0 AYI2 = 0 YI2(1) = 0

YI3(0) = 0 AYI3 = 0 YI3(1) = 0

YI4(0) = 0 AYI4 = 1.0 YI4(1) = 1.0

xI5(O) = 0 _Yi5 = 0 Y15(1) = 0

YI6(0) = io0 AYI6 = 0 YI6(1) = Io0
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8/t_elp_4: Solve for integration constants so boundary conditions are satisfied

,(from Iteration i_ Step 4_ we see that conditions at t=O do not affect the
solution)

Time Particular First homo- Second homo- Boundar[ conditions
_eneous ]{eneous (observation)

Y5 = 4°5 'Y9 = l 3 = 4o_

! +c +c 2 =
_ 521 0=_

Cl + c2 = _ thus

C2 = +.i

_: Form new initial conditions via superposition,

Y5(t=O) = io0 Y9(t=O) = 0 Yl3(t=O) = 0 Io0

Y6( O) = 4°0 YIO(O) = 0 YI4( O) = 0 4.0

+ (cI=-_I) + (c2=oi) =
Y7( O) = o5 YII(O) = 1 YI5( O) = 0 .4

Y,8( O) = _5 Y_I2(O) = O_ Y__I6(O) = 1 _.6

and check for convergence by comparing results with those produced at Step 5

of the previous iteration_ i.e., compare Ye_(to) and YL_(to). Thus:

!o0 io0

4.0 4°0

vs. , and we see that convergence has occurred.
o4 .4

o 6_ _oi

We may conclude_ therefore, that the following equations may be used to

approximate the true equations_ governing the observed process:

&YI

-A-_-= (o4)YI + (.75)Y2

£Y2

A---_= (°6)YI + (°25)Y2 o



Strategy Two

This computational strategy is taken from Childs et alo (1969), and may be de-

scribed by the recurrence relations:

_E_TiON _o

A K
, , Y K-I (to)(t) = f(YNK t) YNK(to ) =YN

LS

_ION 6.
A

YLK(t) = f(YNK't) + J[YNK't](YLK-YN K)' YLK(t°) = Yij '

where all notation is identical to that in Equations 3 and 4, and where

Y_= is a nonconstant matrix of initial conditions, the first column of_j
which contains the unperturbed initial conditions, Other columns con-

tain initial conditions that have been perturbed, and

YLs(to) is the initial condition vector formed by superimposing (in this
case) two perturbed particular solutions on one unperturbed solution°

The integration constants are determined by solving the system of algebraic

equations :

aI Yllp(ti) + a2 Yl2p(ti) + a3 yl3p(ti) = BCl(ti)

aI y21 (ti) + a2 y2 (ti) + a y2 (ti) = BC2(t i)p 2p 3 3p

aI + a2 + a3 = i

for ai, i=1,2,3o The third equation is a supplementary condition that the ai
must meet for this method,

The operation at Step 1 for the particular solutions perturbation method re-

quires that we prepare the basic nonlinear system and (for this problem) three

sets of the nonhomogeneous form of Equation 6, Thus we have:

I0



AYI = %%Y_+ (o7S)f£ = f_

AY2 = Y4 Y! + (o25)Y2 = f2

/2Y3 = O = f
3

sY4 - ! _ = f4

AY5 = Y3 YI + (o75)Y2 8fl/$Yl o o Sfl/$Y4 'Y5-Y_°I

SY6 = Y4 Y1 + (o25)Y2 _f2/_Yl o o _f2/_Y4 -
+

AY7 = 0 _f3/_Yl o o Sfa/$Y4

AY8 = 0 _f_/$Yl o o Sf4/$Y4

SY9 = Y3 Y1 + (o75)Y2 Y9-YI

AYI0 = Y4 YI + (o25)Y2 _fo YIO-Y2
+ l o

AYII = 0 _yj i=j=i_2,3_4 YII-Y3

AYI2 = /l .... ILI2-Yfe
t t t

AYI3 = Y3 Y1 + (o75)Y2 YI3-YI

&YI4 = Y4 YI + (o25)Y2 _f, YI4-Y2
+ i o

i=j=1,2,3,4
AYI5 = 0 __Yj--

YI5-Y3

AYI6 = 0 YI6-Y4
-- --t -- t --t

The first four equations above constitute the nonlinear system° Equations 5 to

8_ 9 to !2_ and 13 to 16_are nonhomogeneous forms of the linearized equations°
The solution of these three sets may be expected to differ because of differ-

ent initial conditions and should be linearly independent.

We are now ready to begin Step 2o Notice that we again estimate the unknown
initial conditions on Y3 and Y4 as 0°5° Notice also that the initial con-

ditions for YII and YI6 are a constant multiple (in this case 1.2) of

those for Y3 and Y4, respectively. Iteration 1 follows:

ii



_o: Set ioCo for Ste_ 3: Solve functional equations_ ioeo_
nal equations _TuTte equations 1-16 and add to ioco

to give Yi(t=l)

y! (t=O) = Io0 AYI = 3°5 Y1 (t=l) = 4°5

Y2( O) = 4°0 AY2 = 1o5 Y2( i) = 5°5

Y3( O) = o5 &Y3 = 0 Y3( i) = o5

Y4( O) = .5 AY4 = 0 Y4( i) = o5

Y5( O) = Io0 &Y5 = 3°5 Y5( i) = 4,_5

Y6( O) = 4.0 AY6 = 1o5 Y6( i) = 5_5

Y7( O) = .5 AY7 = 0 Y7( i) = o5

Y8( o) = .5 AY8 = 0 Y8( i) = o5

Y9( 0) = 1.0 &Y9 = 3.5+.1 = 3.6 Y9( i) = 4°6

YI0( 0) = 4.0 AYI0 = 1.5+ 0 = 1,5 YI0( i) = 5°5

YII(0) = (.5)(1,2)=.6 AYII = 0 YII( i) = ,6

YI2(0) = .5 AYI2 = 0 YI2( I) = ,5

YI3( 0) = 1.0 aYI3 = 3.5+ 0 = 3_5 YI3( i) = 4°5

YI4( 0) = 4.0 AYI4 = 1.5+,1 = 1.6 YI4( I) = 5°6

YI5(0) = .5 AYI5 = 0 YI5( I) = ,5

YI6(0) = (.5)(1.2)=.6 AYI6 = 0 El6( I) = ,6

_: Solve for integration constants so boundary conditions are satisfied°

Unperturbed First Second Boundary conditions
perturbed _erturbed (observation)

y511 = 4.51. Y9II = 4.6]j5.5+ _lF13 =4"_4 5. - 4"_415,

aI 5 + a2 0 a8 -

i. I. 1.0_[ .

The solution is a8 = i, a2 = -i, aI = i.
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- <_"_ _ very near zero?St.e_! _::):_ _._heCK for convergence _ i°e=_ are a 2 and a 3
i@ecause they are. not we. form new initial conditions via superposition_ i_e°

V=:(t=o) :_P_ -- f--]:,._> = 7i79( t.=o ) - f-- Y13 (t =0 ).... -i -1I I t
Y6( o)=4 Yio( o)=4 Yl4( 0)=4 I+(=2....z) ,+-(=3=z) I =
YT( o)= 5 YlZ( o'-o =° ; ....6 Yzs(o) ,5 I ]7£!( o)=°!, 512( o)=o! Y,Z6( o)=o_

and BLarE Iteration 2o

SteE_2: Set i oc0, S!___: Solve functional equations
for funct -° _ " ] ,=-__;_tions]LO_la._ .,,.,,._......

Y_(t-:O) = ZoO /_Y.Z = 3,4 Yl(t=l) = 4 42.,. e

'12( O) = 4o0 AY2 = Z°6 Y2(l) = 5.,6

Y3( O) = o4 tY3 = 0 Y3( i) = o4

Y4( O) = o6 IY4 = 0 Y4( l) = o6

YS( O) = I o0 AY5 = 3o4 Y5( i) = 4,4

Y6( O) = 4,0 SY6 = 1,6 Y6( l) = 5,6

Y.7(O) = o4 &Y7 = 0 Y7(i) = ,4

_:_( o) = °6 AY.8 = 0 Y8( l) = 6

Y9 ( O) = "" = o =:LoO £Y9 3o4+ 08=3,48 Y9 ( I) 4o48

_zO( O) 4,°0 AYlO = 1o6+ 0 =1o6 YiO( 1.) = 5 6

YII( O) = (,,4)(i.o2)=o48 _YI! = 0 YII( i) = ,48

v12( ....=.... O) o6 SYI2 = 0 YI2(i) = 6

YI3( O) = ZoO L,,YI3= 3,4+ 0 =-3,4 YI3( !) = 4,4

YI4( O) = 4o0 1Y14 = io6+o12=1o72 YI4( !) = 5,72

Yl5( O) = o4 AYI5 = 0 Yi5( i) = ,4

Y16( O) = (,6)(Zo2)=,72 LIY16 = 0 YI6( 1) = ,72

13



_: Solve for integration constants so boundary conditions are satisfied

_o_-[ iP_o4_ 4_!iI [_°_I

The solution is aI = i_ a2 - 0_ and a3 = 0o

_: Check for convergence° Clearly_ since a2=a3=0_ convergence has
occurred o

In this case also we conclude that the following equations may be used to

approximate the process that was observed:

£Yl/&t = (.4) Y1 + (°75) Y2

£Y2/St = (°6) Y1 + (°25) Y2 o

DISCUSSION

It is clear that by following the steps outlined previously we have obtained

convergence in both cases in 2 iterations. Furthermore, convergence is to the

same values, as we asserted earlier. Thus both computational strategies_ for

which there are available digital computer programs_ are suited to solve this

two-point boundary-value problem.

There are at least two points that appear to warrant some discussion° First_

the example selected was extremely simple and probably could be solved by

other means. We would like to emphasize that the procedures used for this

example apply virtually unaltered to problems that are orders of magnitude

more complex; e.g., for time-dependent coefficients (nonstationary processes)_

"missing observation" situations, unobservable state variables, etco For

several worked examples see Leary and Skog (1972).

Second, the computational strategies employed here compare favorably with

other methods of solving nonlinear boundary-value problems such as quasi-

linearization, and provide an efficient method of solving a variety of

meaningful problems.
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