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Boundary Plot Corrections for Variable Radius Plots—Simulation Results

Margaret Penner and Sam Otukol

Abstract—The boundary plot problem is encountered when a forest inventory plot
includes two or more forest conditions. Depending on the correction method used,
the resulting estimates can be biased. The various correction alternatives are
reviewed. No correction, area correction, half sweep, and toss-back methods are
evaluated using simulation on an actual data set. Based on the simulation results, no
correction is recommended when the boundary between forest conditions is gradual.
For abrupt boundaries, either the area correction or toss-back methods should be

uscd,

THE PROBLEM

Forest inventory generally involves delincating relatively
homogenous forest units (stands) or confirming existing
stand boundarics, locating ground sampling plots and
measuring some forest attributes on these plots. Alter-
nately, ground plots can be located and measured first and
the resulting data used alone to estimate forest attributes,

If the plots are randomly located within the stand, some
will include the stand boundary and portions of the
adjacent arca. Analysis of the field data is complicated by
these boundary plots that include one or more horders
between stands and measurements corresponding to two
or more stands, When plots are constrained to fail
entirely within a single stand, the trees near the stand
boundary have a lower probability of being sampled. If
the stand characteristics near the boundary differ from the
stand interior, the resulting stand cstimates are biased.
Various methods have been suggested to deal with this
boundary plot problem (e.g., Forest Science Monograph
31, lles (1993)), each with associated advantages and
disadvantages. This report reviews the alternatives and,
using simulation, quantifies the errors asseciated with
some of these techniques for variable radius plots.

The seriousness of the boundary plot problem depends on
the magnitude of the edge ctfeet between forest condi-

tions and the proportion of sample plots that include two -

or more forest conditions. The number of boundary plots
depends on the size of the plot and the amount of stand
edge relative to stand interior. In some landscapes, more
than 30 percent of the sample plots may be boundary plots
(Birdsey 1995), and biases of more than 6 percent may
result from moving plots away from the boundary
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(Williams et al. 1996). Based on data from various
sources, Hahn e af, (1995) reported that 2 percent of
subplots within [-acre cluster plots will straddte two or
more forest conditions. In the two 8-ha (rectangular)
forests studied by Ashley and Beers (1970), over 60
percent of the sample points required some correction for
boundary overlap. [gnoring the boundary will introduce
bias to the stand and strata estirnates, but as population
size increases, the bias should become negligible as the
probability of locating plots along the population bound-
ary decreases.

The boundary plot problem is confounded by the subjec-

tivity involved in delineating stands (Fortin 1997) and the

potential introduction of error when transferring hand-
drawn boundaries from an aerial photograph to a digital
database. The complications to the boundary plot
problem arising from a vague or inaccurate stand bound-
ary are not discussed here.

METHODS FOR DEALING WITH EDGE PLOTS

In practice, one of the main difficultics in dealing with
edge plots in the field is identifying and locating the
boundary. When the boundary is obvious in the field
(e.g., forest - nonforest boundary), one or more of the
following alternatives may be appropriate. However, even
abrupt houndaries are generally not straight, sharp lines.
For gradual transition zones or ecotones, the bias incurred
by ignoring the border may be smaller than the uncer-
tainty associated with locating the border in the field.

Each alternative may be most appropriate in some
circumstances, with certain aftributes. The challenge in
inventory design is to select a method yielding generally
robust results in most situations and consistent results in
all situations. Alternatively, rules can be constructed to
determine which option to use in specific circumstances.
In cvaluating the alternatives, some measurable edge
effect is assumed. Otherwise, although some methods
may yield biased stand estimates, given a statistically



Table | —The advantages and disadvantages of the various boundary corrections are given. Some degree of edge effect
fecotone} is assumed.

Correction Advantages Disadvantages

method

lgnoring the The chief advantage is simplicity. Bias and imprecision at the stand and

boundary This alternative may be appropriate when  subpopulation levels. In general, stands appear

Moving the plot
{substitution)

Dropping the
plot

Area correction
(direct-
weighting)

Area correction
(tree centered)

Half plots

Grosenbaugh’s
method

Mirage method

Enlarged tree
circle or
Barett’'s method

Fully mapped
designs

“Toss-back”

the transition hetween stands is gradual
(minimum bias) and the boundary is
difficult to locate in the field.

Unbiased at the population level.

Simple to implement.
Unbiased al the population level.

Simple to implement.
Unbiased at the population level.

This alternative has relatively low bias
and requires only the tree dbh and the
distance from the tree to the boundary
(or distance from the plot center to the
tree and distance from the plot center to
the boundary) to be measured.

This method provides unbiased estimates
assuming the stand boundary is relatively
straight within the tree circles.

This method is relatively simple to
implement.

This method provides unbiased estimates
assuming the stand boundary is relatively
straight within the tree circles.

This method provides unbiased estimates.

This method provides unbiased estimates

This method provides unbiased estimates

This method provides unbiased estimates

and does not require measuring distances.

more heterogeneous than they are.

The undersampling of conditions near the stand
boundary leads fo bias at all levels of inventory
aggregation and incorrect estimates of the within
and between stand variability.

The undersampling of conditions near the stand
boundary leads to bias at all levels of inventory
aggregation and incorrect estimates of the within
and between stand variabiity.

This method is biased at all levels of inventory
aggregation.

This method is time-consuming in the field and
requires precise locating of the stand boundary.
In practice, estimates are likely to be imprecise.

Some bias remains and the resulting estimates
have higher mean squared errors.

This alternalive requires the stand boundary and
the boundary zone be delineated. The resulting
estimates are somewhat imprecise.

This method is somewhat cumbersome in the
field and requires the stand boundary be located.
Establishing two plots requires access to the
adjacent stand.

In most cases, it is impractical to determine the
iree areas near stand boundaries.

Mapping the stand boundary may be difficult
{impractical).

This method requires locating more plots and
requires access to the area surrounding the
stands. This methed requires locating the
boundary.
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valid design and a large population (low probability of
logating plots along the population boundary), none of the
methods will add appreciable bias to the population
estimates. In this discussion, the population is assumed
to be large (>1,000 km?) with strata (subpopulations)
defined prior to sampling.

The advantages and disadvantages of each method are
summarized in table 1.

Ignoring the Border

If trees are tallted regardless of whether they fall within
the stand or not, the stand boundary 1s ignored (relerred to
as fuzzing by Hahn ef a/. (1995}). This results in bias and
increased variance in stand and subpopulation estimates
but no bias at the population level (ibid.), assuming all the
points fall within the population of interest and all strata
arc sampled. All trees have the same probability of being
sampled so the population estimates are unbiased, but
some trees are attributed to the wrong stand and possibly
stratum leading to biased stand and subpopulation
estimates. This method leads to unbiased population
¢stimates assuming all strata are sampled using a statisti-
cally valid design.

Moving the Plot (Substitution)

If a sample plot falls within a stand boundary zone, it can
be moved away from the edge so that it falls entirely
within the stand. Areas near the stand edge have a lower
probability of being sampled and areas slightly farther
from the edge have a higher probability of being sampled
than the rest of the stand. The larger the amount of edge
in a stand relative to area, the preater the resulting error
(Shiver and Borders 1996).

The undersampling of conditions near the stand boundary
leads to bias at all levels of inventory aggregation and
incorrect estimates of the within- and between-stand
variability.

Dropping the Plot

If part of the plot falls outside the stand, it can be dropped
and the stand attributes estimated from a reduced number
of plots. Ashley and Beers (1970) do not recommend
restricting plots to the interior of the stand since the bias
1s more difficult to quantify and correct than the bias due
to boundary plots.

Area Correction—Plot Centered (Direct-weighting)

If part of the sample plot falls outside of the stand, the
portion within the stand can be sampled. The treatment of
this partiaf plot depends on the type of plot. For fixed-
area plots, the resulting data can be weighted by the
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partial plot area (called direct-weighting by Gregoire and
Scott (1990)) although determining the plot area can be
time-consuming. Variable radius plots are trickier. Beers
(1966} (cited in Ashley and Beers (1970)) described
direct-weighting where the distance from the point to the
boundary is measured. The hypothetical circular piot area
associated with each tree is calculated and centered at the
sample point. The proportion of the hypothetical circular
plot falling within the stand boundary is used as the
inverse weight for the tree (see the area correction
formula given in the next section). Either a lookup table
or computer program is required to make this approach
practical. In general, a more practical approach is to use
the half-plot method discussed later.

Area Correction—Tree Centered

The area correction method (Iles’ {1993} second ap-
proach, called FOLD by Hahn er a/. {1995) and tree-
concentric by Gregoire and Scott (1990)) compensates for
the decreased selection probability of boundary trees by
increasing their weight. For each tree, generate the tree
circle with radius equal to the limiting distance of the tree,
r, or the plot radius for fixed area plots and measure the
shortest distance, d, from the tree to the stand boundary.
The tree is weighted by the inverse of the propottion of
the tree circle falling within the stand

2
weight = il

where 6=2-cos (L) .
rr*—r* (8- Lsin(8)) e 6

"This method requires that the distance from trees to the

stand boundary be measured for trees close to the bound-
ary. Alternatively, for stand boundaries that are relatively
straight within the tree circle, the perpendicular distance
and azimuth from the plot center to the boundary and the
distance and azimuth from the plot center to the subject
tree can be measured. The distance from the subject tree
to the boundary can then be computed. The subscquent
calculation of weights is best undertaken by a computer
program,

This method assumes the stand boundary is relatively
straight within the tree circles.

Half Plots

Rather than determine which portion of the plot falls
within the stand and which falls outside, a hal{ plot can be
located. The original plot is bisected roughly parallel to
the stand edge and the interior half is sampled. The plot
results are then doubled to represent a whole plot. This
procedure has some of the disadvantages of the relocating
the plot method, namely that the edge trees have a slightly
altered probability of being selected. However, these
probabilities are not as distorted as in the relocating plot
method.



plot centre

Qj not tallied

Figure 1.—Jn
Grosenbaugh's
method, the tree
circles for trees
near the bound-
ary zone are
Jfolded inward,
parallel to the
stand boundary.
Trees are tallied
the number of
times the tree
cirele overlaps
the plot center

This method requires that some sort of boundary zone be
established. Within the boundary zone, half plots are
used.

Grosenbaugh’s Method (Grosenbaugh 1958)

The area within a fixed distance of the stand boundary is
designated the boundary zone. The boundary zone should
be a little wider than the radius of the maxtmum trce
circle expected (Grosenbaugh 1958). Within the bound-
ary zone, the tree circles are folded inward, parallel to the
stand boundary. Trees within the boundary zonc are
tattied twice if their folded tree circles overlap the plot
center. Trees in the stand’s interior are tallied once. Trees
within the fixed distance of two stand boundaries are
folded twice, away from the boundary. These trees are
tallied four times if the quarter circle includes the plot
center {fig. 1).

For non-rectangular plots, this tcchnique can be extended
using fractional tree circles and sweeps. In practice, the
angles should be limited to fractions with associated
integer weights, i.c., sweeps of 1807, 1207, 907, 72°, 60",
ete. leading to tree weights of 2, 3, 4, 5, and 6.

Both Ashley and Beers {1970} and Gregoire and Scott
(£990) found that Grosenbaugh’s method produced large
variances due to the large weights associated with some
boundary trees,

Mirage Method

Conceptually, the mirage method folds the plot along the
stand boundary back into the stand. Trees within the
folded area are tallied twice (fig. 2). In practice, the
mirage method is implemented by establishing two plot
centers, one inside the stand and the other the same
distance from the stand boundary (measured perpendicu-
lar to the stand boundary) but outside the stand. For both
plots, only the trees within the stand of interest are taltied
and create one full plot {Shiver and Borders 1996).

This method assumes a relatively straight boundary. This
method can be extended to plots near stand corners by
adding a sccond mirage plot along the second side of the
corner and a third mirage plot by rotating the original
point 180" along one of the sides (Gregoire 1982). Beers
(1977) recommends the mirage method because it is
unbiased and simple.

Enlarged Tree Circle or Barett’s Mcthod

In Barett’s method, the tree circle associated with a tree is
enlarged until the area of the tree circle within the stand of
interest is equal to the originat tree circle. Those trees
whose enlarged tree circle includes the sample point are
tallied (Barett 1964). For all suspected boundary trees,
this method requires measurement of the tree diameter,
shortest distance from tree to boundary, and distance from
the plot center to the tree.

Fully Mapped Design

In fully mapped designs, the entire plot is mapped
including stand boundaries. Trees are then assigned to a
stand. This method is best suited when the plots are
located randomly from the entire population rather than
within specific stands. This procedure is recommended
for the USDA Forest Service Forest Inventory and

Figure 2.—n the mirage method, tree circles are folded in
along the stand boundary. Trees are tallied the
number of times the tree circle overlaps the plot
center.
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Analysis (FTA) program (Hahn et af. 1995) and the Forest
Health Monitoring (FHM) program (Scott and Bechtold
1995).

“Toss-Back” Method

A variation on the fully mapped designs is the toss-back
method (Haga and Maezawa 1959). In effect, plots are
randomly tocated within the entire inventory area and
only trees within the stands of interest are tallied. The
stand of mterest is embedded in a larger, superstand that
contains all the tree circles in the stand of interest. Plots
are randomly located within the superstand until the stand
of interest contains the desired number of sample plots.
Al the plots in the superstand are sampled, but only trees
falling within the stand of interest are tallicd. The
effective sample size is the number of plots whose centers
falt within the stand of interest. The tallied trees from
exterior plots (those plots whose center is outside the
stand of interest) can be assigned to any of the interior
plots. lles (1993) recommends this system on theoretical
grounds, and Stage (1993) prefers it over the {old meth-
ods. The possibility exists of (rees being tallied but no
plot centers falling within the stand of interest. This leads
to the awkward case of a plot sample size of zero.

EXTERNAL PLOTS

When the sample unit consists of a cluster of points, a
cluster with a center near the edge of the stand may
include some points that fall outside the stand. These are
referred to here as external plots. Some of the techniques
used for boundary plots may be used, but substitution is
the most common technique. if the only way of determin-
ing if a plot straddles two stands is by looking at the
resulting data, Moisen ef al. (1995) do not feel the plots
need any special treatment.

No Substitution

Sampling plots with no substitution is equivalent to
ignoring the border.

DPropping External Plots

The plot centers that fall outside the stand of interest can
be dropped and the remaining points checked for bound-
ary conditions. This results in biased estimates since, on
average, fewer points are located near the boundarics,

Substitution

The current U.S, FIA substitution rule tends to move plots
too far towards the interior of the stand so that the edge is
underrepresented and the area slightly interior to the edge
is overrepresented by sample points. In a simulation
study using the U.S. F1A substitution rule, Moisen et al.
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{1995) found that if the tree variable of interest decreases
by 100 percent from stand interior to edge and if 25
percent of the sample plots fall outside the boundary and
have to be moved, the percent bias caused by not sam-
pling all areas with equal probability would be approxi-
mately 3 percent. They recommend a new substitution
rule that tends to substitute exiernal plots with internal
plots that are approximately the same distance from the
boundary and are close to the cluster center. They also
found little effect of a F0-percent uncertainty in boundary
location relative to the boundary transition zone.

In a simulation study, Williams er af. (1996) compared
substitution and 1o substitution using the USDA Forest
Service Intermountain Forest Inventory and Analysis
unit’s five-point cluster design and substitution rules, The
artificial populations were constructed to simulate various
levels of edge effect between forest conditions. They
found that using the no substitution alternative resulted in
lower bias than using the substituiton rules.

SIMULATION STUDY

A simulation study was undertaken to quantity the errors
associated with the various alternatives presented earlier,
Gregoire and Scott (1990) evaluated most of the alterna-
tives using fixed-area plots. Therefore, this study concen-
trates on the two methods they didn’t deal with—the half
sweep and the toss-back methods—as well as ignoring the
border and the tree-centered area correction.

Methods

The data set of Gregoire and Scott {1990) was used and
consists of a rectangular forest area composed of a
rectangular sapling stand and an adjacent rectangular
sawlog stand. The 213- x 229-m arca was stem mapped,
and the data include dbh, height, and volume. A single
variable-radius plot was randomly located within the
forest stand. For this study, the plot cluster center x-
coordinate was generated to lie between 50 and 163 m,
while the y-coordinate was constrained to lie between -
122 and 107 m. This ensured that a maximum of two
forest conditions were encountered by any plot cluster, the
sapling:sawlog boundary and the forest:non-forest
boundaries that are parallel to the sapling:sawlog bound-
ary. The Microsoft C++ random number generator was
used to locate the cluster center. Only trees larger than 2
cm were fallied.

No correction, the tree centered area correction, haif
sweep, and toss-back methods were compared. Except
for the toss-back method, only points whose center fell
within the stand of interest were sampled. All plots were
checked for boundary conditions and the relevant correc-
tion method applied where appropriate. An edge effect
was noticeable within 15 to 30 m of the stand boundary



{Gregoire and Scott 1990), so a default boundary distance
of 50 m was used. The half-sweep boundary distance was
varied in a separate simulation. A range of BAF's from |

to 10 m*/ha was used.

Results

The results are given in table 2 and in figures 3 and 4.
The stand values differ slightly from Gregoire and Scott
{1990) because plot centers were not located within 50 m
of the side boundaries. This results in a lower probability
of encountering boundary plots. Not sampling the side
boundaries yields slightly lower estimates because they
contain more and larger trees.

The differences between the alternatives and any bias
decrease with increasing BAF. This is due to the tree
circles shrinking with increasing BAF and thercfore a
decreasing likelihood of encountering the boundary. This
decrease in bias is accompanied by an increase in vari-
ance.

Using no correction resulted in an underestimate of the
poputation attributes since some of the plots included the
non-forested outer boundary. The sawlog basal area and
volume were underestimated, and the sapling basal area
and volume were overestimated. The variances of the
population estimates were lower, in general, than the other
techniques, but the stand estimate variances were higher.

The half sweep, in general, had lower bias than no
correction at the stand level. In addition, the ranges and
variances of the estimates were higher due to the reduced
number of trees sampled and the increased weights.
Except for the half sweep, the variances are very close.

MSCUSSION

Each technique for dealing with boundary plots has its
strengths and weaknesses, Again, the magnitude of the
boundary plot effect depends on the size and shape of the
stands as well as the magnitude of the edge effect and the
differences between the stands. In general, the unbiased
techniques are more complex and time-consuming, Of
the biased techniques, some are biased only at the stand
and subpopulation level and unbiased at the population
tevel {e.g., ignoring the border) assuming a statistically
valid sampling design.

Since the differences between the techniques decrease
with increasing BAF, another alternative is to increase the
BAF near stand boundaries and minimize the need for any
correction. Leaving such an important decision to the
field crews may not be desirable.

Simplicity is extremely desirable so ignoring the border is
a strong contender on that basis alone. Ignoring the

border is biased at the stand level because some of the
neighboring stand areas are included in the sample. This
increases the estimate of the within-stand heterogencity
and decreases the estimate of the between-stand heteroge-
neity; some of the differences between stands are
smoothed out. The seriousness of this smoothing depends
on a number of factors including the magnitude of the
edge effect and the percentage of plots that straddle two or
more forest conditions.

All the other techniques require locating the stand
boundary in the field. Although this may be difficult
when the fransition between stands is gradual, the
importance of correcting boundary plots decreases for
gradual boundaries. Thus, the bias caused by incorrectly
locating the boundary in these conditions is minimal. Of
greater concern may be the time field crews spend trying
to locate a fuzzy boundary.

The half sweep is biased at all levels of inventory aggre-
gation due to undersampling of the trees closest to the
edge and oversampling of the trees a bit further from the
edge. A lower BAF could be used for half sweeps to
compensate for the mcreased variability, but the bias
increases with lower BAF’s. In the simulations under-
taken here, the average bias for the basal area estimate
was up to 2 percent at the stand level and 1.5 percent at
the population level. However, the bias associated with a
single sample point in the sapling stand ranged from 0 to
138 percent. For well-defined boundaries, both the area
correction and toss-back methods provide good estimates.
The area correction is a bit more time-consuming in the
field, while the toss-back method requires locating more
plots in the figld.

RECOMMENDATIONS

A good compromise between practicality and accuracy
appears to be the use of the area correction or toss-back
methods when the boundary is distinet. For gradual
boundarics or boundaries between similar types, the
boundary should be ignored. In practice, the points
should be located on photos and the type of correction for
boundary plots selected, based on the photos. Rules for
classifying a boundary as gradual or abiupt need to be
established.

This combination of no correction and area correction
and/or toss-back methods will tead to unbiased population
estimates. Using no correction for gradual boundaries
will lead to some minor bias at the stand and subpopula-
tion levels.

The half sweep is not recommended except where there is
no edge effect (e.g., edges due to recent disturbances)
where it is unbiased. Otherwise an unknown amount of
bias is present at all levels of compitation. Since unbiased
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Table 2.—The results of the 10,000 simulations are summarized by basal area facitor. Ignoring the boundary (uncor-
rected - UC) is centered area correction (AC), half sweep (HS), and toss-back (TB} methods. The standard error
(s.e.) is calenlated as the square root of the s.e. of the simulations divided by the number of simulations.

baf Stand Basal area (m?ha) Density (stems/ha) Volume {m*ha) N
uc AC HS TB uc AC HS TB uc AC HS TB

1 sapling average 13.62 12.43 1245 1225 1,431 1,442 1,442 1,424 252 137 136 1356 4581

s.e. 0.07 0.06 0.07 736 759 7.59 047 013 016 4,561

sawlog average 27.65 29.87 2926 28.80 463 477 477 469 2261 2453 241 2359 5439
5.8. 0.07 0.07 008 222 235 235 0.60 053 0862 5,439

total average 21.25 21.91 2159 2125 904 917 A7 905 134.4 1397 1373 1345 10,000
s5.€. 0.09 0.10 0.10 10.85 11.00 11.00 1.08 119 1.18 10,000

2  sapling average 13.31 1243 1250 1231 1,434 1441 1,441 1,428 222 138 138 1364 4581
s.e. 0.08 0.07 0.10 970  9.90 9.90 0.43 047 o022 4,561

sawlog average 28.33 29.94 2943 2917 469 480 480 474 231.5 2456 2417 2387 5438
5.e. 0.08 0.08 0.10 . 295 3.08 3.086 0.88 065 084 5,439

total average 21.48 2186 21.71 2148 909 918 919 909 136 1399 1378 136 10,000
5.8. 0.09 0.10 0.1 1131 1142 11.42 1.12  1.21 1.23 10,000

3 sapling average 13.17 1246 1249 1235 1,436 1,442 1,442 1431 20.8 14 14 13.84 4,561
s.e. 0.09 0.09 012 11.44  11.59 11.59 042 020 027 4,561

sawlog average 28.51 29.84 2941 2920 4869 478 478 473 233.1 2447 241.3 2389 5439
5.6. 0.10 0.10 0413 357 366 366 079 079 1.07 5,439

totat average 21.51 21.91 2169 2151 910 918 918 910 138.3 1395 1376 1363 10,000
s.e. 0.10 011 042 1171 11.80 11.80 1.16 123 1.28 10,000

4  sapling average 12.98 12,43 1250 1233 1,433 1,439 1,439 1,428 194 139 14 13.84 4,581
- s.e 0.10 010 Q.14 1294 13.09 13.09 040 023 032 4,561

sawlog average 28.62  29.76 2944 2917 458 476 476 472 2341 2441 2416 2388 5439
s.e. 0.1 011 Q.16 413 423 423 088 090 126 . 5,439

total average 2149 21.85 2171 2149 908 8915 915 908 136.1 1391 1378 136.2 10,000
s.e. 0.1 012 0.t14 12,06 1215 12,15 119 125  1.33 10,000

5 sapling average 1295 125 1252 1240 1440 1,447 1447 1,438 18.7 14 143 1384 4581
5.6, 0.11 011 0.16 1434 1448 14.45 040 026 0.38 4,561

sawlog average 28.75 29.75 2949 29.21 470 476 478 47N 2356,2 2439 2418 2392 5439
s.e. 0.12 013 0.8 4.80 4.67 4.67 098 100 1.43 5439

total average 2155 21.88 21.75 2154 913 919 918 92 136.4 138.1 138 1365 10,000

s.e. 0.11 012 0.i5 1248 1257 1257 i.22 1.27 1.38 10,000

7 sapling average 12.97  12.63 1270 1254 1,453 1459 1,484 1,451 17.9 144 148 1434 4581
s.e. 0.13 013 .19 17.06 1719 2468 0.40 030 044 4,561

sawlog average 28.85  20.64 2945 29.21 4N 476 482 473 236 2429 2413 239 5439
5.8. 0.14 015 021 543 551 7.79 117 120 1.73 5,439

total average 21.61 21.88 218t 2181 919 924 93¢ 919 136.5 1387 138.0 1365 10,000
s.8. 0.13 013 017 1333 1341 1597 1.27 132 148 10,000

10 sapling average 12.87 12.67 1277 1260 1,462 1467 1,467 1,460 16.9 146 151 1452 45861
se. 0.16 0.16 0.23 2089  20.80 20.80 043 037 054 4561

sawlog average 29.12 29.73 29.74 2934 472 475 475 474 238.2 2435 2436 2402 5439
5.0 0.17 018 027 853 656 6.56 142 145 219 5,439

total average 21.71 21.95 2200 2171 923 928 928 924 137.3 1391 1394 137.3 10,000
s.e. 0.14 015 020 145 148 146 1.36 140 1.66 10,000
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Figure 3 —The relationship between the basal area estimates and the various correction methods is shown for various
basal area factors (BAF) based on 10,000 simulations (data are from table 2).
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Figure 4.—The relationship between the basal area estimaies and boundary width for the half-sweep correction method
is shown for a basal area factor of 2 m'/ha based on 10,000 simulations.

methods are available and practical, this unquantified bias
is unacceptable.
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